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Abstract. In this paper, we study the delay performance of a centrally-
controlled agile all-photonic star WDM network that provides multiplexing in 
the time domain over each wavelength. We consider two timeslot allocation 
strategies, First-Fit (FF) and First-Fit+Random (FFR), as well as network sce-
narios with different propagation delays. Both theoretical analyses and simula-
tion experiments are conducted to evaluate the delay performance of the net-
work. Through analytical and simulation results, we show that allocating resid-
ual free bandwidth can significantly improve queuing delay performance under 
light traffic load while maintaining good delay performance under heavy traffic 
load, especially for a network scenario with large propagation delays. The re-
sults obtained can be used to guide the design of scheduling algorithms espe-
cially for large-scale networks. 

1   Introduction 

The term “agility” in optical networks describes the ability to deploy bandwidth on 
demand at fine granularity, which radically increases network efficiency and brings to 
the user much higher performance at reduced cost. One possible scheme to provide 
such agility in WDM networks is multiplexing in the time domain, which is based on 
the principle of Time Division Multiplexing (TDM)[1]. In such a context, optical 
switches along lightpaths must be scheduled to reconfigure every timeslot, or every 
few timeslots, for bandwidth sharing. The centrally-controlled Agile All-Photonic 
Networks (AAPN)[1][2] can provide such agility.  

As shown in Figure 1, an AAPN consists of a number of hybrid 
photonic/electronic edge nodes connected together via a core node that contains a 
stack of bufferless transparent photonic space switches one for each wavelength. A 
scheduler at a core node is used to dynamically allocate timeslots over the various 
wavelengths to each edge node. An edge node contains a separate buffer for the traf-
fic destined to each of the other edge nodes. These buffers are called Virtual Output 
Queues (VOQs) [3] and are used to eliminate the Head-Of-Line blocking problem 
associated with First-In-First-Out (FIFO) queuing [4]. Traffic aggregation is per-
formed in these buffers, where packets are collected together in fixed-size slots (or, 



alternatively, bursts) that are then transmitted as single units across the network via 
optical links. At the destination edge node the slots are partitioned, with reassembly 
as necessary, into the original packets. The optical core network does not provide 
wavelength conversion or buffering, which provides major network architecture sim-
plifications and hardware reductions. 

 

 

Fig. 1. AAPN star topology 

The focus of this paper is on the delay performance of the AAPN with two time-
slot allocation strategies as well as network scenarios with different propagation de-
lays. We first review related work in the literature and introduce the signaling proto-
cols between core and edge nodes. Then we provide both theoretical analyses and 
simulation experiments to evaluate the delay performance of the network by applying 
these two strategies to AAPN. In the last part of the paper, we conclude that allocat-
ing residual free bandwidth can significantly improve queuing delay performance 
under light traffic load while maintaining good delay performance under heavy traffic 
load. 

2   Related work 

In the literature, the delay performance of different scheduling algorithms for an 
Input Queued (IQ) switch (a switching fabric equipped with buffers at its input ports) 
have been studied extensively (e.g. [5][6]). The work is relevant to AAPN since the 
star network formed by each wavelength space switch with its attached edge nodes 



can be viewed as a distributed IQ switch. In fact, the AAPN architecture may be 
viewed as a distributed three-stage Clos packet switch: the edge nodes can be logi-
cally split in two parts (the source and the destination modules) and the core node 
may be explicitly drawn with its de-multiplexers/multiplexers and its wavelength 
space switches in parallel. The connections between the respective source/destination 
edge nodes and the core node are seen now as unidirectional (shown in Figure 1).  

The delay performance analyses for an IQ switch usually shown in the literature 
cannot be compared to AAPN because it implies zero propagation delay between the 
edge nodes (input buffers) and the core node (switch fabric). The propagation delay, 
however, cannot be ignored since AAPN can be deployed in the backbone of national 
or large metropolitan networks. 

The performance of passive star optical networks was studied extensively in 
[7][8][9]. By “passive” it is meant that the core node uses couplers or Array 
Waveguide Grating (AWG) optical devices. Though the network topology is the 
same as AAPN the switching mechanisms applied to the core node are quite different 
since passive AWG optical devices are used, as opposed to the dynamic photonic 
switch fabrics used in the AAPN core node. A scheduling algorithm based on time-
slot allocation was proposed in [9] but the delay performance was not studied. The 
scheduling algorithms discussed in [7] and [8] are quite different from our work be-
cause they do not multiplex slots in the time domain over each wavelength. 

3   Signaling and scheduling strategies in a TDM-AAPN 

3.1 Signaling protocols 

When the AAPN operates in TDM mode (TDM-AAPN), each edge node signals a 
bandwidth request (estimated mainly from queue state information) to the core along 
control channels (shown as dotted lines in Figure 1) before sending the slots. The 
scheduler at the core allocates timeslots to each edge node over an appropriate wave-
length based on the request. The schedule is signaled back to inform each edge node 
of the timeslots that it may use to transmit its traffic for each destination, and the core 
wavelength switches are re-configured in coordination with the edge nodes according 
to the bandwidth allocated. 

3.2 Scheduling strategies 

The main task of a scheduler at a core node is to allocate timeslots over an appro-
priate wavelength to edge nodes.  

An ideal scheduler may allocate timeslots in such a way that each edge node may 
be granted the earliest possible available timeslots based on its bandwidth request. By 
“earliest possible” we mean the earliest timeslot that an edge node can send a slot 
without contention. In order to simulate the ideal bandwidth allocation mechanism, a 



scheduling strategy, called First-Fit (FF), is studied, where the earliest possible time-
slots can always be allocated without blocking. The timeslots granted by the sched-
uler in response to the request are called reserved timeslots for the slot for which the 
request was issued. 

Another scheduling strategy is called First-Fit+Random (FFR) where the sched-
uler allocates the earliest possible available timeslot for each edge node based on its 
bandwidth request and randomly allocates residual free timeslots over all the output 
links of the AAPN core node. Such randomly allocated timeslots are referred to as 
unreserved. The benefits of this strategy are that slots may be transferred without 
waiting for their reserved timeslots if an unreserved timeslot assigned to the correct 
destination is available earlier, which reduces the queuing delay of the slots. Evi-
dently, a slot cannot be sent later than its reserved timeslot. 

4 Analytical analyses of delay performance 

In this section, analytical analyses of the delay performance for the two timeslot al-
location strategies, FF and FFR, over a single wavelength are discussed in the context 
of AAPN. 

4.1 Assumptions 

We assume that an AAPN core contains aN N×  photonic space switch for a single 
wavelength. Each source edge node maintains a VOQ with a FIFO queuing policy for 
each destination edge node. The capacity of these VOQs is assumed to be infinite. It 
is also assumed that, in every timeslot, there is an independent and identical probabil-
ity ρ  (load) that traffic arrives at an edge node. The arrivals therefore follow a Pois-

son distribution. We assume that traffic is equally likely destined for each edge node. 
The longest propagation delay between core and edge nodes is assumed to be d .  

4.2 Analytical analyses of delay performance 

Two factors affect the queuing delay performance.  One is the scheduling delay∆ ; 
the other is the signaling delaysignalingd . The scheduling delay describes the waiting 

time introduced by the scheduler to resolve contention. A bound for ∆  follows 
Shah’s delay model in [6] which is slightly tighter than Leonardi's [5] for uniform 
traffic. According to Section 3, the signaling delay is defined as the round-trip time 
(measured in timeslots) between the core and the edge nodes.  

2signalingd d=          (1) 



4.2.1 FF strategy 

The waiting time of a slot that is transmitted through its reserved timeslot is de-
noted by rsvD . The rsvD  is determined by the sum of the signaling and scheduling 

delay, that is: 

rsv signalingD d= + ∆  (2) 

The signaling delay signalingd  can be calculated according to (1). The scheduling 

delay ∆  can be calculated according to following arguments. 
Given aN N×  photonic space switch, the probability destP that a slot from a given 

source edge node is destined to a given destination edge node is: 

N
Pdest

1=  
(3) 

The probability destρ that a slot arrives at a given source edge node and is destined 

to a given destination edge node is 

N
Pdestdest

ρρρ =×=  
(4) 

In the context of AAPN, there are a total of N  VOQs (one for each edge node) 
with slots destined to the same edge node that contend for the output link of the core 
node, and there are a total of N  VOQs (in one edge node) that contend for the input 
link of the core node. Therefore, the link load linkρ  is: 

link destNρ ρ ρ= ⋅ =  (5) 

The scheduling delay that a slot waits in a VOQ can be approximated [6] as, 
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(6) 

Introducing (1) and (6) to (2), we have  

1
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(7) 

For FF strategy, a slot at an edge node can only be sent out through its reserved 
timeslot. Hence the queuing delay of FF strategy FFD  is:  

1
2

1FF rsv

N
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−
 

(8) 



 4.2.2   FFR strategy 

For FFR strategy, it is not necessary for a slot to wait rsvD  timeslots for transmis-

sion because the slot may be sent out earlier by using an unreserved timeslot. We 
denote by ursvD  the waiting time of a slot that is transmitted through an unreserved 

timeslot. The ursvD  is determined by the scheduling delay only, i.e., when a slot 

reaches the head of its VOQ, it will depart on the first unreserved timeslot if one is 
available before its reserved timeslot; otherwise it waits for its reserved timeslot. 
Hence, 

ursvD = ∆  (9) 

For the AAPN deployed in the backbone of national or large metropolitan net-
works (optical links are more than 100km), nearly all slots are transmitted through 
unreserved timeslots if the load is less than 0.5 due to the facts that (1) the number of 
the waiting slots is on average less than that of the unreserved timeslots and (2) the 
time that a slot waiting for its reserved timeslot is rather long. In case the load ex-
ceeds 0.5, it means that some slots are forced to be transmitted through their reserved 
timeslots because of the shortage of the unreserved timeslots. Based on the thoughts, 
we discuss the expected queuing delay of the FFR in two scenarios. 
1. The expected queuing delay of the FFR when 0.5ρ ≥  

The probability suP  that a slot is sent out through an unreserved timeslot is deter-

mined by three conditions: (1) the timeslot is unreserved; (2) the timeslot is destined 
to the same edge node as the slot; (3) the corresponding VOQ is not empty.   

Let us consider a timeslot allocation ( )A i  by a FFR scheduler for a given edge i , 

where { }0,1,... 1i N∈ − .  

Denoted by ursvP , the probability that ( )A i  is an unreserved timeslot departing 

from edge node i  is: 

1ursv linkP ρ= −  (10) 

The probability that ( )A i  is destined to a given edgej  is denoted by jP  where 

{ }0,1,... 1j N∈ − . According to the uniform traffic assumption, the reserved timeslots 

are equally likely destined for each edge node. Due to the random allocation for the 
residual bandwidth, the unreserved timeslots are equally likely destined for each edge 
node as well. Thus, for any { }0,1,... 1j N∈ − , we have 

1
jP

N
=  

(11) 

The probability that the j th VOQ is not empty is denoted by 
jVOQP for any 

{ }0,1,... 1j N∈ − . In the context of AAPN, there are a total of N  VOQs (one for 

each edge node) with slots destined to the same edge node that contend for the output 



link of the core node, and there are a total of N  VOQs (in one edge node) that con-
tend for the input link of the core node. Hence,  

jVOQ linkP ρ=  (12) 

By (5), (10), (11) and (12), we have 

( )1
jsu ursv j VOQP P P P

N

ρ ρ−
= ⋅ ⋅ =  

(13) 

Accordingly, the probability srP  that a slot is sent out through its reserved timeslot 

is 

( ) ( )1
1 1sr suP P

N

ρ ρ−
= − = −  

(14) 

Consequently, the expected queuing delay 0.5D≥  for 0.5ρ ≥  can be calculated by 

the following equation. 

0.5 sr rsv su ursvD P D P D≥ = +  (15) 

Introducing (1), (2), (7), (9), (13) and (14) to (15), we have 
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(16) 

2. The expected queuing delay of the FFR when 0.5ρ <  

For 0.5ρ < , more unreserved than reserved timeslots are allocated by the FFR. 

Almost all slots can be sent out through unreserved timeslots. Based on these 
thoughts, we assume for now that all slots are sent out through unreserved timeslots, 
which is equivalent to the case that the core node randomly allocates unreserved 
timeslots without knowing the bandwidth requests and signals the allocations back to 
the edge nodes. 

According to the assumption, the equivalent effective bandwidth for each link de-
grades to 1 ρ−  of the link bandwidth since we assume no slots are transmitted 

through reserved timeslots. Hence, the equivalent link load eqv linkρ −  increases up to 

1eqv link
ρρ

ρ− =
−

 
(17) 

The scheduling delay ∆  that a slot waits in a VOQ can be approximated [6] as 
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(18) 

Consequently, the expected queuing delay 0.5D<  for 0.5ρ <  is 
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(19) 

3. The expected queuing delay of the FFR 
For (19), given a N , we have 

0.5
0.5

lim D
ρ <→

= ∞  (20) 

Equation (20) indicates that the delay will become infinite when the load ap-
proaches to 0.5, which is unrealistic. The reason of this result is the assumption that 
all slots are sent out through unreserved timeslots when 0.5ρ < . Actually, when the 

load increases, some slots have to use their reserved timeslots so the queuing delay 
would be bounded by Equation (16). Consequently, the expected queuing delay of the 
FFR FFRD  can be expressed by the following equation. 

0.5

0.5 0.5

0.5

min( , )FFR

D
D

D D otherwise

ρ≥

< ≥

≥
= 


 
(21) 

Note that Equation (21) can be solved by combining (16) and (19).      

5 Simulation Results and Discussions 

In this section, we present both the analytical and simulation results of the delay 
performance of AAPN using the two scheduling strategies, FF and FFR, with differ-
ent propagation delays. We demonstrate the accuracy of our analytical techniques by 
comparing analytical results to simulation. In the simulations, the traffic requests 
arrive at the network following a Poisson process, and the holding time is exponen-
tially distributed. We assume that all the source-destination node pairs have the same 
traffic load. The duration of a timeslot is 10 microseconds. The simulation lasts 
1,000,000 timeslots. 

There are three factors that affect the queuing delay under a given load, i.e., the 
scheduling strategies (whether using unreserved timeslots or not), the scalability of 
the AAPN core node (measured in the port dimensionN ), and the longest propaga-
tion delay between the core and the edge nodes, d (measured in timeslot). We study 
how these factors affect the delay performance in this section. 

In Section 4, we assume that all slots are sent out through unreserved timeslots 
when 0.5ρ < . With this assumption, we analyze the delay performance of the FFR. 

Figure 3 shows the simulation result of the probability ( srP  in Equation (14)) that a 

slot is transmitted through its reserved timeslot under the FFR scheduling strategy. As 
we can see, when the load is less than 0.5 (light load), the probability is almost zero 
and thus can be ignored. When the load becomes larger than 0.5, the probability in-
creases very fast for all three propagation delays and hence cannot be ignored. This 
simulation shows that the assumption for 0.5ρ <  is correct.  
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Fig. 3.  The probability of a slot transmitted through its reserved timeslot. (N=8) 

In Figure 4 (Equation (8) and (21)), three curves are presented. The solid ones 
show the expected queuing delay of the FFR, where some slots are sent out earlier by 
using unreserved timeslots. The simulation results of the FFR are shown as point 
marks (no lines). The dotted lines, as a benchmark, give the expected queuing delay 
by applying the FF strategy, where all slots are sent out through their reserved time-
slots.  

It is shown that the delay curves of the FFR (Equation (21)) are matched well with 
the simulation curves, both in amplitude and in the trend of curves in the low-load 
and high-load regions, which confirms the correctness and exactness of our analytical 
analysis proposed in Section 4 in general. However, as mentioned earlier, in the re-
gion of medium load, the analytical model is not precise because of the assumptions 
made.  

As shown in Figure 4, the delay curves can be divided into three regions according 
to load, i.e., 0.5ρ < , 0.5ρ ≈  and 0.5ρ > .   

In the first region (0 0.5ρ≤ < ), where the load is light, both FF and FFR curves 

are fairly “flat”. The FF curves are just above 2d  because of the signaling delay that 
is equal to 2d . Compared to the scheduling delay, the signaling delay of the FF 
dominates the queuing delay in the low load region. As shown in Figure 4, the FFR 
curves are just above zero. Apparently, FFR outperforms FF greatly because nearly 
all the slots can be transported by unreserved timeslots.  
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Fig. 4.  Queuing delay as a function of offered load for AAPN under various schedul-
ing strategies and different propagation delay (N=8). 

The scale of such an improvement is different for different propagation delays. It is 
shown that FFR can contribute a significant improvement to the delay performance 
compared to FF in an AAPN with large propagation delays. The reason is that the 
propagation delay has nearly no influence on the delay performance for FFR (Equa-
tion (19)) when 0.5ρ < . It hence can be concluded that allocating residual free 

bandwidth can significantly improve queuing delay performance in the light load 
region, especially when the propagation delay is large, e.g., for a WAN. 

In the second region ( 0.5ρ ≈ ), the FFR curves dramatically rise and approach the 

FF curves. This can be explained by Equation (20) that is the slots are largely accu-
mulated in the VOQs so that some of them are forced to use their reserved timeslots 
for transmission. It is observed that the simulated FFR curves are not as sharp as the 
analytical ones. This is because the analytical model assumes that all slots are sent out 
through unreserved timeslots when 0.5ρ < , which ignores the transition by which 

slots gradually use more reserved timeslots as ρ increases in the first region. 

In the third region (0.5 1ρ< < ), where the load is heavy, slots are more likely to 

be sent through their reserved timeslots and hence experience both the signaling delay 
and the scheduling delay. In this region, signaling delay dominates the delay per-
formance. Thus the FFR has only a limited improvement to the delay performance of 
the FF. It can be concluded that allocating residual free bandwidth gives a small im-
provement to the queuing delay performance in the heavy load region. 



6 Conclusions and Remarks 

In this paper, we study the delay performance of an agile all-photonic star network 
with centralized schedulers working in TDM mode. A scheduling strategy, called 
First-Fit (FF), which emulates an ideal bandwidth allocation that allocates the earliest 
available timeslot for each edge node based on its bandwidth request, is studied. The 
FF shows long queuing delay especially for large-scale networks even if the traffic 
load is light. Another scheduling strategy, called First-Fit+Random (FFR), is studied 
and shows a significant improvement of the queuing delay performance in the light 
load region. Through analytical and simulation results, we show that allocating resid-
ual free bandwidth can significantly improve the queuing delay performance under 
light traffic load while maintaining good delay performance under heavy traffic load, 
especially for a network scenario with large propagation delays. 

The model proposed in the paper is for the AAPN deployed in the backbone of na-
tional or large metropolitan networks where the propagation delay is quite large. The 
accuracy of the model may decrease in the LAN environment due to the assumption 
that all slots are sent out through unreserved timeslots when 0.5ρ < . Figure 3 shows 

that more reserved timeslots are used for transmission in the region of 0.5ρ <  with a 

smaller propagation delay. It therefore reminds us that the propagation delay in LAN 
can be ignored since the scheduling delay∆  dominates the delay performance which 
can thus be modeled by classic queuing theories. 

The conclusion in this paper can be used to design scheduling algorithms. For ex-
ample, a Birkhoff-von Neumann decomposition based timeslot allocation algorithm is 
discussed in [10] where the residual bandwidth is allocated in a round-robin way to 
gain good delay performance.  Furthermore, the residual bandwidth can also be allo-
cated randomly with a weight proportional to the average traffic to the particular 
destination (average over some recent time period) to adapt to non-uniform traffic. 

The current FFR reserves bandwidth for incoming traffic and tries to take advan-
tage of unreserved timeslots. The reserved timeslots can only be used to send the slots 
that reserve them even if they have been sent out through the unreserved timeslots, 
which implies that these timeslots cannot be dedicated to others in this case. Hence, 
one of our future works is to study an enhanced version of FFR, in which a reserved 
timeslot can become unreserved if its associated slot has already been send out.  
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